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Abstract

Many terms used in physics have a different
meaning or usage pattern in general language,
constituting a learning barrier in physics teach-
ing. The systematic identification of such terms
is considered to be useful for science education
as well as for terminology extraction. This ar-
ticle compares three methods based on vector
semantics and a simple frequency-based base-
line for automatically identifying terms used
in general language with domain-specific use
in physics. For evaluation, we use ambiguity
scores from a survey among physicists and data
about the number of term senses from Wik-
tionary. We show that the so-called Vector Ini-
tialization method obtains the best results.

1 Introduction

In science, it is common to refer to specific con-
cepts using terms which are also used in every-
day language but with a more specific or different
meaning. At the same time, terms from science
are assimilated into general language, often with a
transformed meaning and use. Since these terms
have a domain-specific use within science, they are
a potential source of ambiguity, generating prob-
lems for successful communication and learning.

More specifically, in science education, it has
been found that students’ conceptions are often re-
lated to terms’ general meanings non-congruent
with the scientific ones (Itza-Ortiz et al., 2003;
Clerk and Rutherford, 2000). In physics teaching,
for example, words like work, energy, momentum,
impulse, power, and mass have a narrower defini-
tion and a meaning that often differs entirely from
the one used in everyday language (Itza-Ortiz et al.,
2003; Song and Carheden, 2014). Song and Carhe-
den (2014) argue that terms with multiple meanings
are more difficult to learn, demanding further nego-
tiation, expansion, and correct contextualization of
their meanings. They also showed in a study with

words from the chemistry teaching (e.g., solution,
polar, and compound) that disassociating the sci-
entific meaning from the one already acquired in
everyday life is often hard. Moreover, Itza-Ortiz
et al. (2003) show that students’ ability to distin-
guish the different senses of a term correlates with
test scores in the corresponding discipline.

By recognizing that terms with different mean-
ings and uses in science and general language
represent a learning barrier, their automatic iden-
tification within a discipline becomes a relevant
task, supporting awareness of their use in teach-
ing (Itza-Ortiz et al., 2003; Strömdahl, 2012; Liu
et al., 2022), or even supporting specific teaching
strategies for these cases (Vâlcea, 2019).

In Natural Language Processing (NLP), identify-
ing semantic differences between domains (Syn-
chronic Lexical Semantic Change) is similar to
identifying lexical changes in time (Diachronic Lex-
ical Semantic Change). In both cases, we can use
properties of word embeddings to detect shifts in
the relative positions in the embeddings space. The
Synchronic Lexical Semantic Change has recently
received attention in engineering requirements (Fer-
rari and Esuli, 2019; Jain et al., 2019; Mishra and
Sharma, 2019) for the detection of potential sources
of ambiguity. This task is also investigated in ter-
minology extraction (Hätty et al., 2019), where
statistical measures might not identify terms com-
monly used in specific and general contexts as part
of a field’s terminology.

Since word embeddings give a concise represen-
tation of a word’s use (and, according to the distri-
butional hypothesis, the meaning), many authors
use them to study the domain-specific meaning of
words. However, when computing word embed-
dings from two different corpora, we will end up
with incomparable embedding spaces. The main
differences in the proposed approaches deal with
the solutions used to overcome this problem.



The present paper aims to compare three meth-
ods and a simple baseline for identifying general
language words with a deviant meaning in physics.
For the evaluation, we use two data sets, one ob-
tained by collecting expert judgments on a small
number of nouns and a larger data set derived from
Wiktionary. To the best of our knowledge, this is
the first evaluation of the automatic identification
of general terms with a specific meaning in the
science education domain.

2 Related Work

As mentioned above, we cannot immediately com-
pare word embeddings derived from different cor-
pora since the dimensions are randomly initialized,
and the same dimensions in the two models will
not correspond. The method Vector Initialization
Kim et al. (2014) was the first to use neural network
embeddings and solves this problem by initializing
the embeddings’ training from the previous cor-
pus embeddings, and then comparing the position
of the embedding before and after training. The
hypothesis is that the embeddings’ displacement
after training reflect the word lexical change. This
method was initially aimed at diachronic lexical
change identification but can also be used for syn-
chronic lexical change. Specific for the synchronic
lexical change identification, Ferrari et al. (2017)
and Mishra and Sharma (2019) use a variation of
the Vector Initialization method to investigate lexi-
cal ambiguity between specific domains: they use
marked target words before further training the
embeddings. However, they need to select target
words for the analysis based on their frequencies
in both domain-specific corpora.

Other authors proposed to make the vector
spaces comparable by defining a linear trans-
formation between embedding spaces based on
the solution of the Orthogonal Procrustes Prob-
lem (Hamilton et al., 2016; Jain et al., 2019;
Schlechtweg et al., 2019). In the Orthogonal Pro-
crustes analysis, a mapping matrix is determined
using Singular Value Decomposition that rotates
one of the vector spaces. The optimal alignment is
the one that minimizes the distances between the
embeddings of the same word in both vector spaces.
Schlechtweg et al. (2019) added a pre-processing
step to the procedure: the alignment of the mean
center of the vector spaces before determining the
mapping matrix.

The method proposed by Ferrari and Esuli

(2019), named here as Similar Words, indirectly
measures the similarity of embeddings from dif-
ferent spaces: they generate two lists of the most
similar words using two vector spaces for a tar-
get word. Finally, they compute a rank correlation
between the two lists to get an ambiguity score.

The methods above are based on static embed-
dings, like Word2Vec (Skip-Gram). This way, we
obtain a general word representation in each con-
text. Liu et al. (2022) use dynamic embeddings,
using the average embedding of up to 1000 BERT
embeddings in the corpus. They use a supervised
regression model to identify domain-specific terms.
Therefore we cannot compare their results to those
from the unsupervised approaches discussed above.
Martinc et al. (2020) also use averaged contextual
embeddings. They use the same fine-tuned BERT
embeddings for the general and domain-specific
corpus but take the average for examples from each
corpus separately. Thus the two averages obtained
for each corpus are in the same embedding space
and can be compared immediately.

Beyond qualitative evaluation, authors evalu-
ate their method’s results using manually created
rankings (Ferrari and Esuli, 2019; Schlechtweg
et al., 2019; Liu et al., 2022). Ferrari and Esuli
(2019) only evaluated his method and ambiguity
between specific domains, whereas Schlechtweg
et al. (2019) systematically compared methods but,
for synchronic lexical change, evaluated the meth-
ods only with the ranking of a few words used in
general language and in the context of cooking.
Liu et al. (2022) evaluated two methods (their own
regression model and the unsupervised approach
from Martinc et al. (2020)) on three different do-
mains, generating lists of domain-specific terms.
These lists were then evaluated manually, using
precision as an evaluation measure; however, recall
could not be assessed.

3 Experimental setup

In the following, we will present some (techni-
cal) information about our implementation of four
methods for the identification of terms in general
language with a specific sense in physics: Vector
Initialization, Orthogonal Procrustes, Similar
Words and Relative Frequency. The general idea
behind the methods we compare was already de-
scribed in section 2.

We generated three vector spaces using the Skip-
Gram method from Gensim (Řehřek and Sojka,



Table 1: Overview of the corpora used.

corpus Physics deNews2020
Sentences 796 167 1 000 000
Tokens 15 506 365 17 624 256
Types 252 468 648 959

2011). The first (model 1) is obtained from a gen-
eral language corpus. The second (model 2) fol-
lows the approach proposed by Kim et al. (2014):
we train the model on the physics corpus, but initial-
ize all vectors withe the embeddings from model 1.
The third vector space (model 3) is obtained from
the physics corpus alone. The embeddings have
200 dimensions, and the window size used in train-
ing was 5. In all cases we computed embeddings
only for words occurring at least 10 times.

For the Vector Initialization method, we calcu-
late the cosine value between the embeddings from
model 1 and model 2. Words with the lowest co-
sine values will assumably have the most signifi-
cant semantic displacement. For the Orthogonal
Procrustes method, we align the vector spaces from
models 1 and 3 after the pre-processing step pro-
posed by Schlechtweg et al. (2019). After align-
ment, we also calculate the cosine values between
the embeddings, expecting words with the same us-
age pattern in the two contexts to be more aligned
after the procedure. Finally, for the Similar Words
method, the ambiguity score will be determined
by comparing the most similar words of the terms
from models 1 and 3. To evaluate the methods, as
a simple baseline, we also sort the words according
to the relative frequency, assuming that all words
frequently used in physics have a specific meaning
in this domain.

4 Data

Identification of terms with domain-specific mean-
ing requires two corpora, a general language cor-
pus and a domain-specific corpus. The general lan-
guage corpus should be, in principle, non-specific
and large, representing, to some extent, everyday
language. The domain-specific corpus (physics cor-
pus) reflects the communicative context of our inter-
est, namely physics teaching. For the present study,
we use a German news corpus denews2020 (Gold-
hahn et al., 2012). For the specific corpus, we use
a corpus of German texts on physics, mostly high-
level textbooks (Lacerda Fontanella et al., 2023).
Table 1 gives some details on both corpora.

Table 2: Number of Words in Evaluation. The first
column gives the number of words initially collected.
The second column the number of the words from this
initial collection that occur at least 10 times in both
corpora.

Total denews ∩ Physics
Survey 48 48

Wiktio. Phy+ 766 212
Wiktio. Phy- 135 660 9997

From the literature, we know a few terms that are
considered problematic since they have a different
meaning in physics than in general language. Such
words are e.g., Arbeit (work, labor), Energie (en-
ergy), Leistung (power, performance), Spannung
(tension), Strom (electricity, current), Temperatur
(temperature), Wärme (heat, warmth) Strömdahl
(2012); Rincke (2010).

However, for a more solid base for evaluation,
we collected a set of 48 nouns, including the words
mentioned above, along with more problematic
and also unproblematic terms. In a survey, we
asked participants to what extent, on a scale from
1 (same meaning) to 5 (totally different meaning),
the meaning of a term differs in everyday use and
the physical context. The ambiguity score for each
term is the mean value of the answers in the survey.
14 subjects completed the survey. They were Ger-
man native speakers with at least a master’s degree
in physics or physics teaching, including teachers,
physicists, and science education researchers. We
used survey data for evaluating the methods us-
ing the Pearson Correlation between the ambiguity
score and the metric obtained for each word from
the methods.

For a second experiment, we collected words
from Wiktionary and counted how many senses for
a word are marked as being specific for physics.
E.g., a word like Kraft (force) appears with four
senses in Wiktionary, one of them referring to
physics. Since we compare senses that differ be-
tween physics and general language, we evaluated
the ranking generated with each method, from po-
tentially more to less ambiguous. We take from
Wiktionary the binary information, no physics
sense (0), and one or more sense in physics (1).
Then, we calculate the area under the curve (AUC)
to evaluate the ranking with this binary information.
The total of words used (shown in Table 2) is much
smaller than the number of words in the Wiktionary,
given that the words must appear in both corpora



Table 3: Methods Evaluation.

Survey Wiktionary
Method (Correlation) (AUC)

Vector Init. 0.60 0.83
Ortho. Proc. 0.52 0.71
Sim. Words 0.23 0.70

Rel. Freq. 0.58 0.68

Figure 1: Area under the curve for the methods rankings
and the data from Wiktionary.

and hold the minimum frequency requirement for
computing an embedding.

5 Results

Table 3 shows the results of the quantitative eval-
uations of the methods. The method with the best
correlation with the survey ambiguity score was
the Vector Initialization with a moderate person
correlation of 0.60, followed closely by Relative
Frequency (0.58). The similar words method per-
forms extremely bad on this task. For the ranking
experiment, using much more words from Wik-
tionary, the Vector Initialization again is the best
method, but now this method is clearly much better
than the second best method. Relative frequency
here is the worst method, though the differences
between the other methods are quite small. The
good results fron the relative frequency baseline
are not surprising, since relative frequency between
a specific and general corpus is considered to be an
important criterion for terminology identification
(Pazienza et al., 2005). However, Vector Initializa-
tion clearly outperforms the relative frequency.

Figure 2: Correlation between Vector Initialization
cosine values and survey score (Pearson=0.6). The term
’Platte’ (board) is the most out the curve.

Finally we look at some qualitative results and
examples from the experiments. Table 4 shows the
first words in the ranking generated by each method.
Here, the terms selected by the Vector Initialization
methods make most sense, while especially the
Orthogonal Procrustes and Similar Words method
give a number of words that seem not to be related
to physics at all.

Figure 2 displays the words of the survey with
their averaged survey score and computed score.
The participants did not perceive Platte (board) as
ambiguous. Looking at some sentences with the
term, we observe that this term is used in German
very often referring to music albums. We believe
the participants would hardly consider this sense
while answering the survey.

Figure 3 shows the effect of the vector initializa-
tion method, displaying two terms on their original
position and on their position after continued train-
ing on the TeCoPhy corpus. We see that the terms
move in the direction of other typical physics terms.

6 Conclusion

Lexical ambiguity is a general challenge in com-
municative situations and an important issue in
science education. Identifying domain specific am-
biguity is needed to support the appropriate use of
language in teaching and specific methodologies
for terminology acquisition. In our research, the
Vector Initialization method proved to be the most
effective for identifying lexically ambiguous words.



Table 4: Twenty top lexical ambiguity candidates.

Ortho Proc Vec Init Similar Words Rel Freq
1 Heim Kern Zwilling Ladung
2 Neo Impuls Ware Flüssigkeit
3 Aussendung Masse Not Masse
4 Kennzeichen Winkel Unterlage Messung
5 Erhalt Ladung Amerikaner Energie
6 Uniform Beobachter Paar Wärme
7 Toleranz Flüssigkeit Lange Definition
8 Ware Einheit Akt Geschwindigkeit
9 Nerv Körper Verbreitung Eigenschaft

10 Visum Funktion Verteilung Winkel
11 Unterlage Gas Schnitt Intensität
12 Grenzübergang Feld Kammer Theorie
13 Bund Volumen Bestimmung Körper
14 Rausch Intensität Zähler Experiment
15 Hamilton Ordnung Produkt Beschreibung
16 Spaltung Feder Ruf Universum
17 Plus Spannung Siemens Spektrum
18 Weiss Strom Signal Gas
19 Profil Summe Brief Spannung
20 Messe Dimension Fluss Strömung

Figure 3: TSNE projection (Maaten and Hinton, 2008)
of the most similar word embeddings for the terms Kraft
(force) and Spannung (tension, stress, voltage) in model
1 and model 2.

This method achieved the highest Pearson correla-
tion with the survey and AUC calculated with the
Wiktionary data. However, in a different study by
Schlechtweg et al. (2019), the Vector Initialization
method performed poorly when ranking 22 target
words. Such conflicting results may be due to the
differences in the tasks involved, namely ranking
target words versus automatically identifying lexi-
cal change.

Moreover, identifying lexical changes can aid in
terminology extraction (Hätty et al., 2019), since
it can uncover terms with a specialized meaning
within a particular domain, despite being frequently
used in general language. Such terms may not
be found purely based on their frequency. Our

research shows that the Vector Initialization method
holds more promise than Orthogonal Procrustes as
an additional technique for terminology extraction
in science education.

A direction for future work is to bring the
method to individual occurrences of a word: when
finding an instance of an ambiguous word, we
would like to be able to see whether the general or
domain-specific meaning of the word is intended.
This could finally help to see whether students use
a word in the correct sense or whether they are
misled by the everyday meaning of a specific term.
For this purpose, we plan to explore methods based
on contextual embeddings and evaluate their appli-
cability to science education.
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