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Abstract

Language models have shown great promise
in common-sense related tasks. However, it
remains unseen how they would perform in
the context of physically situated human-robot
interactions, particularly in disaster-relief sce-
narios. In this paper, we develop a language
model evaluation dataset with more than 800
cloze sentences, written to probe for the func-
tion of over 200 objects. The sentences are
divided into two tasks: an “easy” task where
the language model has to choose between vo-
cabulary with different functions (Task 1), and
a “challenge” where it has to choose between
vocabulary with the same function, yet only
one vocabulary item is appropriate given real
world constraints on functionality (Task 2). Dis-
tilBERT performs with about 80% accuracy
for both tasks. To investigate how annotator
variability affected those results, we developed
a follow-on experiment where we compared
our original results with wrong answers chosen
based on embedding vector distances. Those
results showed increased precision across docu-
ments but a 15% decrease in accuracy. We con-
clude that language models do have a strong
knowledge basis for object reasoning, but will
require creative fine-tuning strategies in order
to be successfully deployed.

1 Introduction

When it comes to using robots in disaster-relief
scenarios such as search-and-rescue, it is essential
that a robot can interpret and execute an instruction
based on its current understanding of the objects
detected in its environment. For example, in or-
der to Enter the building, the robot should know
to search for entrance points, such as doors and
windows. Similarly, to Scan the second floor, the
robot must be able to find appropriate ways to get
to the second floor, such as stairs. Finally, to Use
the outlet to check for power, the robot must know
how outlets are used. Essentially, the robots need to

know an object’s function(s) in order to complete
envisioned interactions.

Envisioned interactions are a multi-modal ap-
proach to responding to natural language instruc-
tions. For this paper, we assume that various sen-
sors and computational systems, such as LIDAR,
motion, or camera sensors, have taken care of iden-
tifying the objects in a scene. This information is
passed to a language based world model, which
deduces which, if any, of the objects perceived are
relevant to the instruction based on the objects ca-
pabilities. This information would then be passed
on to a lower-level policy-planning tool. An en-
visioned interaction that this research supports is
depicted in Figure 1.

To understand the possibilities for executing a
natural language instruction within the current envi-
ronment, the robot requires apriori, commonsense
knowledge of the objects in the environment. In
particular, knowledge of object function is criti-
cal for interpreting natural language instructions
in physically situated disaster-relief tasks. Given
that such tasks are dynamic and dangerous, a robot
should be able to accept unconstrained natural lan-
guage (as opposed to placing a cognitive burden
on the rescue worker to use a robot’s controlled
language). We hypothesize that a large language
model (LM) would be uniquely equipped to handle
this challenging task of supporting commonsense
reasoning about an object’s function for situated
natural language understanding (NLU), due to the
LM’s latent world knowledge (Petroni et al., 2019).

The contributions of this paper include:

1. The development of a dataset of objects, found
to be relevant to disaster-relief scenarios, with
their functions established in terms of Prop-
Bank rolesets (Section 2);

2. The creation of an LM evaluation set of sen-
tences that probe the model for its knowledge
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